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幹線道路における交通事故の削減にあたり，路側カメラで撮影した動画は，事故やヒヤリハットの発

生過程を俯瞰的な画角で連続的に記録し，事故発生過程や要因の的確な把握と効果的な交通安全対策の

選択に資すると考えられるが，膨大な動画からの事故やヒヤリハットの抽出に多大な労力を要する． 
そこで本研究では，AI 画像認識技術を活用した効率的な動画抽出手法の構築を目指す．実際の事故危

険箇所で撮影した動画から物体の検出・追跡を行った上で，物体間の位置関係に基づくヒヤリハットの

自動抽出を試み，目視で判定したヒヤリハット有無との比較により精度を検証した．さらに，事故分析

の観点（類型・時間帯）から，類型による精度の差がないこと，昼夜間の特徴を把握するとともに，主

な誤検出・見逃しとその原因を整理することで改善点を整理した． 
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１．はじめに 
 
1.1 背景・目的 
国土交通省と警察庁では，幹線道路において集中的な

対策実施による交通事故の削減を目的に，交通事故が多

発している箇所等を「事故危険箇所」として指定し，道

路管理者と都道府県公安委員会が連携して対策を推進し

ている 1)．効果的な対策を選択するためには，交通事故

の発生過程や事故要因を的確に把握する必要がある．こ

れらの把握のため，従来は事故発生後の当事者への聞き

取りに基づく，交通事故データや事故発生状況図等が用

いられてきた 2)． 
これに対し，路側カメラで撮影した動画は，現地の状

況を俯瞰的な画角で連続的に記録し，聞き取りよりも正

確な情報（e.g., 当事者の挙動や走行軌跡）が得られると

ともに，当事者以外の周辺の状況（e.g., 信号現示や駐停

車車両）等も得られる．加えて，事故には至らないもの

の急接近や回避を伴うような危険事象（以下，「ヒヤリハ

ット」という）に関する状況も把握可能であり，交通事

故データよりも短期間で多くの情報を得ることが可能と

なる．以上のことから，路側カメラで撮影した動画は，

発生過程や要因のより的確な把握に資すると考えられる． 
一方，事故はもちろんヒヤリハットを含めても，実際

にこれらの事象が発生することは稀であり，路側カメラ

で撮影した動画を発生過程や要因の把握に用いるために

は，膨大な動画から事故やヒヤリハットを含む，必要な

部分を抽出する必要があり，この作業には多大な労力を

要する．ただし，近年開発と普及が進む，AI画像認識技

術の活用により，このような労力を軽減できる可能性が

ある． 
そこで本研究では，AI 画像認識技術を活用した効率的

な動画抽出手法の構築を目指し，実際の事故危険箇所に

おける動画から，AI 画像認識技術を適用して物体間の位

置関係に基づく事故/ヒヤリハットの自動抽出を試みた．

そして，目視で判定したヒヤリハット有無との比較によ

り精度を検証した．なお，単路部より事故に至る状況が

複雑，かつ，対策検討における路側カメラ情報の必要性

がより高いと考えられる交差点を対象とした．さらに，

今回使用した動画では，事故が含まれなかったことから，

ヒヤリハットを対象とした． 
 

1.2 既往研究と本研究の位置づけ 
AI 活用のアプローチとして，Öztürkら 3)のように事前

に検出したい事象を教師用データとして機械学習させた

上で，対象事象を検出することが考えられる．国土技術

政策総合研究所が実施した先行研究 4)では，ドライブレ

コーダーで車両前方を撮影した動画を用いて，本研究と

同様にヒヤリハットを含む動画を効率的に抽出すること
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を目的としている．そして，ヒヤリハットを含む教師用

データを機械学習させたモデルを構築し，その精度を検

証している．このとき，ドライブレコーダーは画角が固

定されている一方，路側カメラは交差点ごとに教師用デ

ータを作成して機械学習を行う必要があると想定してお

り，実用性の観点で課題があると考えられた． 
一方で，道路交通分野においては，画像から人や自動

車などの物体を検出・追跡する際に AI 画像認識技術を

活用し，物体の挙動や位置関係を用いた交通現象の把握，

指標や閾値を定めた上での対象事象を検出する手法が一

般に用いられている．典型的な例として，AI画像認識技

術を用いて路側カメラ（CCTV）映像から交通量を観測す

るシステム（CCTV トラカン）が既に実運用に供されて

いる 5)．交通挙動に適用するものとして，赤羽ら 6)は，複

数カメラ画像に AI アプリケーションを適用して車両の

検出・追跡を行うとともに，GPS 測位データによる補正

を行い，高速道路における走行軌跡を推定するシステム

を構築し，その精度を検証している．また，御所名ら 7)

は，交差点における自転車と左折車の錯綜の特徴を把握

するために，路側カメラで撮影した動画に AI 画像認識

技術を適用して車両の検出・追跡を行い，自転車と自動

車の軌跡を取得するとともに，これに基づいて TTC
（Time to Collision）指標を算出し，錯綜の危険性を把握し

ている． 
本研究においても，物体の検出・追跡の機能を有する

AI 画像認識技術を活用することとし，具体的には，物体

検出において「YOLO8)」，物体追跡において「StrongSORT9)」

を活用する．これは，汎用性の高いAI 画像認識技術とし

て知られている． 
一方，物体追跡により得られた車両の挙動や位置，速

度等の情報から，本研究が目的とするヒヤリハットを判

別する手法として，例えば TTC 指標や PET 指標（Post 
Encroachment Time）10) 11)12)を用いて，適当な閾値を設定し

て判別することが考えられる．本研究でも，これらの指

標を念頭に置きつつも，まずは様々な事象が複雑に発生

する交差点における大まかな妥当性の把握を優先し，よ

り簡易な指標と説明しやすい閾値を用いた判別を試みる

こととした． 
また，ヒヤリハットの類型（右折時・左折時・追突等）

や当事者（自動車・自転車・歩行者等），時間帯（昼夜等）

での抽出割合に差が生じたり，いずれかのカテゴリーで

見逃しが多発すると，本来把握したい発生過程や要因を

見落とすことになる．このため，類型や当事者，時間帯

にも着目して精度を検証することとした． 
 
 
 
 

■自動車 対 自転車・歩行者 

指標 2物体間の距離 

閾値 
(距離) 

 

■自動車 対 自動車 

指標 2物体間の距離 かつ 速度 

閾値 
(距離) 

 

閾値 
(速度) 

 

図 1 ヒヤリハット検出の指標・閾値 
 

２．ヒヤリハット検出手法 
 
2.1 物体検出・追跡時に用いるAI画像認識技術の選定 
上述した通り，物体検出時において「YOLO」，物体追

跡時において「StrongSORT」を活用する． 
 
2.2 指標・閾値の設定 
様々な事象が複雑に発生する交差点における大まかな

妥当性の把握を優先し，簡易な指標と説明しやすい閾値

を用いた判別を試みる． 
具体的には，ヒヤリハットを「当事者同士が接近する

事象」と定義し，「自動車対自転車・歩行者」，「自動車対

自動車」の 2パターンを想定して，図 1の通り設定する．

自動車対自転車・歩行者は，2物体間の距離を指標とし，

距離が 6m（「自動車の全長/2：2m＋横断歩道：4m」と仮

定）以下となった場合をヒヤリハットとして検出する．

自動車対自動車は，2 物体間の距離に関する指標・閾値

に加え，速度も指標として設定する．速度の閾値は，直

前（ヒヤリハット検出から 1秒前）の速度が 1秒前～3秒
前の速度より減速している自動車を対象とし，直前の速

度が 4m/s（1 秒後に進む距離が「距離の閾値：6m－自動

車の全長/2：2m」と仮定）以下となった場合をヒヤリハ

ットとして検出する．  
なお，本研究では簡易的な指標を扱うため，誤検出が

最小限に留められるよう，交差点及び路側カメラの画角

ごとに検出エリアを事前に設定する． 

2物体間の距離が6m以下になった場合、ヒヤリハット として検出

6m以下

2物体間の距離が6m以下になった場合、ヒヤリハット として検出

6m以下

1秒前3秒前

①座標から自動車の速度を算出し、 となった場合、検出対象とする

② （1秒間に進む移動距離が4m以下）となった場合、

ヒヤリハット として検出

ヒヤリハット検出
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３．ヒヤリハット検出精度の検証 

3.1 検証フロー 
ヒヤリハット検出精度の検証フローを図 2に示す．ま

ず，路側カメラの動画から目視によりヒヤリハットの有

無を判定の上，検証用データを作成する．次に，2章で構

築した検出手法を検証用データに適用してヒヤリハット

の検出を試行する．最後に，ヒヤリハット検出結果を目

視によるヒヤリハット有無の判定と比較することで，ヒ

ヤリハット検出の精度検証を行う． 
 
3.2 検証用データの作成 
ヒヤリハット検出に用いる動画は，千葉県柏市，神奈

川県横浜市の一般国道における 2 箇所の事故危険箇所の

交差点（A・B 交差点）を対象に，複数の画角で撮影した

24 時間×1 週間分の路側カメラのデータ（フレームレー

ト：30fps，解像度：1280×720dpi，有効画素数：92万画

素）とする． 
A 交差点は，主道路（直轄国道）に従道路（県道）が

斜めに交差している．事故類型では「人対車両事故」・「左

折事故」・「右折事故」，当事者種別では「自動車×自転車」・

「自動車×歩行者」の事故の割合が全国や県全体よりも高

いことが特徴である．一方，B 交差点は，主道路（直轄

国道）に複数の市道が交差する 5枝交差点となっており，

事故類型では「右折事故」，当事者種別では「自動車×自

転車」の事故の割合が全国や県全体よりも高いことが特

徴である． 
 

検証用データの作成

路側カメラの動画（ 時間× 週間分）から目視による

ヒヤリハット有無の判定の上検証用データを作成

▼

ヒヤリハットの検出

構築した検出手法によりヒヤリハットを検出

▼

ヒヤリハット検出の精度検証

目視による判定・ヒヤリハット検出の結果を用いて

ヒヤリハット検出の精度を検証

図 2 ヒヤリハット検出精度の検証フロー 
 

表 1 検証用データ（動画単位） 
（単位：サンプル） 

ヒヤリ

ハット

類型

交差点 交差点

ヒヤリハット ヒヤリハット

含む 含まない 含む 含まない

右折

左折

追突

その他

合計

 
検証用データとして作成した動画のサンプル数を表 1

に示す．動画は，1 サンプルあたり 6 秒間の映像とし，

交差点ごとにヒヤリハットを含む動画・含まない動画を

それぞれ 60サンプルずつ作成した．この際，類型に着目

した検証を行うことができるよう，類型ごとのサンプル

数は交差点，ヒヤリハット有無で統一した． 
ヒヤリハットの判定は，筆者らが目視にて実施した．  

■右折時事故（自動車×自動車）に関連したヒヤリハット ■右折時事故（自動車×歩行者・自転車）に関連したヒヤリハット
当が急減速・急停止して

接触を回避

当が急な進路変更で

接触を回避

当が急減速・急停止して

接触を回避

当が急減速・急停止して

接触を回避

当が急な進路変更で

接触を回避

当が急減速・急停止して

接触を回避

      
当が急な進路変更で

接触を回避

当と 当がいずれも

回避行動をとらずに急接近

当が急な進路変更で

接触を回避

当と 当がいずれも

回避行動をとらずに急接近

    

■左折時事故（自動車×歩行者・自転車）に関連したヒヤリハット ■追突事故（自動車×自動車）に関連したヒヤリハット
当が急減速・急停止して

接触を回避

当が急な進路変更で

接触を回避

当が急減速・急停止して

接触を回避

当が急減速・急停止して

接触を回避

当が急な進路変更で

接触を回避

     
当が急な進路変更で

接触を回避

当と 当がいずれも

回避行動をとらずに急接近

  
図 3 ヒヤリハットの判定基準 
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図 4 ヒヤリハットを含まない動画の作成イメージ 
 
具体的には，当該交差点で発生した事象を含む典型的な

事故類型を踏まえ，図 3で示す「左折」，「右折」及び「追

突」の各事象をヒヤリハットとすることを基本とした．

ただし，図 3以外のヒヤリハットと考えられた事象（e.g., 
交差点手前での急な進路変更）についても抽出し，「その

他」として分類した．ヒヤリハットの判定後，ヒヤリハ

ット発生の１秒前を開始時刻，ヒヤリハット発生から 5
秒後を終了時刻とする計 6 秒間の動画として切り取りを

行い，これを「ヒヤリハットを含む動画」とした． 
また，ヒヤリハットを含まない動画は，ヒヤリハット

を含む動画と可能な限り類似した交通状況，かつ，ヒヤ

リハットがない動画を切り取って作成することとした．

具体的には，ヒヤリハットを含む動画におけるヒヤリハ

ット発生時点から信号 1 サイクル後の動画を「ヒヤリハ

ットを含まない動画」とした（図 4）．  
 
3.3 精度検証結果 
ヒヤリハット検出の精度検証においては，目視による

判定を正解とした前提で，表2に示す精度検証指標を設

定する．このとき，1サンプルの動画内でも， TP・FN・
FP・TN を複数満たす場合があるため，一連の動画単位

ではなく，画像（静止画）単位で精度を検証する． 
精度検証結果を表 3に示す．今回構築した手法による

ヒヤリハット検出の精度は，正解率が 73.7%，適合率が

32.1%，再現率が 38.7%，F 値が 35.1%となった．正解率

が 7 割を超えた理由としては，TN に該当する画像数が

比較的多いことが挙げられる． 
また，交差点別に見ると，特に再現率にばらつきが見

られる．これは，B 交差点において，TP の画像数が FN
の画像数と比較して少ないことが理由として挙げられる． 
 
４．検出手法の特性に関する考察 
ヒヤリハット検出の精度検証結果について，「ヒヤリハ

ット類型」と「時間帯」の観点から考察する．さらに，

目視により確認できた誤検出・見逃しの具体的な例を示 

表 2 精度検証指標 
目視判定

ヒヤリハット

あり なし

手法

検出

ヒヤリ

ハット

あり
（ ） （ ）

なし
（ ） （ ）

 

正解率

全事象のうち，構築した手法の検出結果が目視による判

定と同一であった割合

正解率 ＝ （ ＋ ）／（ ＋ ＋ ＋ ）

適合率

構築した手法がヒヤリハットと検出した事象のうち，目

視でヒヤリハットありと判定した割合【誤検出の観点】

適合率 ＝ ／（ ＋ ）

再現率

目視でヒヤリハットありと判定した事象のうち，構築し

た手法がヒヤリハットと検出した割合【見逃しの観点】

再現率 ＝ ／（ ＋ ）

値
適合率と再現率の関係性を確認

値 ＝ ×適合率×再現率／（適合率＋再現率）

 
表 3 精度検証結果（画像単位） 

交差点

交差点

合計

分類
精度検証指標

正解率 適合率 再現率 値

交差点

交差点

合計

 
表 4 精度検証結果（ヒヤリハット類型別） 

分類
精度検証指標

正解率 適合率 再現率 値

右

折

自動車

×自動車

自動車

×自転車

自動車

×歩行者

左

折

自動車

×自転車

自動車

×歩行者

追

突

自動車

×自動車

その他

 
すことで，原因・改善の可能性を整理する． 
 
4.1 ヒヤリハット類型別の精度検証結果 
ヒヤリハット類型（右折・左折・追突・その他）を当 

ヒヤリハット
発生時点

ヒヤリハット
の発生！

ヒヤリハット
を含む動画（6秒）

ヒヤリハット
を含まない動画（6秒）信号1サイクル後

信号機
の現示
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事者の組合せ別に整理した精度検証結果を表 4で示す．

表 4より，どの類型においても一定程度の精度が得られ

ていることが確認された．これは，今回構築した手法が

ヒヤリハットを偏りなく検出できていると考えられる． 
 
4.2 時間帯別の精度検証結果 
時間帯別に整理した精度検証結果を表 5 で示す．表 5

より，21-24時台と 0-6 時台（夜間）の適合率が 40～50%
台と高いものの，再現率が低くなることが確認された．

これは，誤検出が少ない一方，見逃しが多く発生してい

ることから，夜間の特性（自動車走行台数の少なさ，不

明瞭等）に起因していると考えられる．なお，夜間の精

度低下の原因として，YOLO により物体検出されていな

い場合も確認しており，YOLO の改善の必要性について

は，栁沼 13)も指摘している． 
 
4.3 誤検出・見逃しの把握 
本研究で見られた誤検出・見逃しは，表 6で示すよう

に，指標・閾値の設定やカメラの画角などの様々な原因

が考えられる． 
主な誤検出としては，ヒヤリハット終了後も継続的に

検出していたほか，交錯する可能性のない事象をヒヤリ

ハットと検出する事例が見られ，指標・閾値の調整によ

る改善が考えられる．また，自動車の重なりをヒヤリハ

ットと検出する事例も見られ，路側カメラの画角調整に

よる改善が考えられる． 
主な見逃しとしては，映像の端部に位置して（物体全

体が画面に現れず）物体検出されない事例が見られ，路

側カメラの画角調整または YOLO の精度向上による改

善が考えられる． 
 

５．おわりに 
本研究では，AI 画像認識技術を活用した効率的な動画

抽出手法を構築した．実際の事故危険箇所の交差点 2 箇

所に設置した路側カメラで撮影した動画を用いて，物体

の検出・追跡を行った上で，物体間の位置関係に基づく

ヒヤリハットの自動抽出を試行した．そして，目視で判

定したヒヤリハット有無との比較により精度を検証した．

さらに，ヒヤリハットの類型や時間帯といった事故分析

の観点から，類型による精度の差は見られないものの，

夜間において誤検出が少ない一方，見逃しが多く発生し

ていることを把握した．また，目視で把握した主な誤検

出・見逃しから，その原因を考察し，指標・閾値の調整

や，画角の調整といった誤検出・見逃しを少なくするた

めの改善点を整理した． 
本研究は，膨大な撮影動画から事故やヒヤリハットを

含む，必要な部分を効率的に抽出することが目的である．

そのため，誤検出や見逃しが結果に大きく影響するよう 

表 5 精度検証結果（時間帯別） 

分類
精度検証指標

正解率 適合率 再現率 値

時台

時台

時台

時台

時台

時台

時台

 
表 6 主な誤検出・見逃し 

誤検出

●ヒヤリハット終了後も継続的に検出

●交錯する可能性のない事象をヒヤリハットと検出

※緑色の枠が出現中＝ヒヤリハット検出中

●自動車の重なりをヒヤリハットと検出

※緑色の枠が出現中＝ヒヤリハット検出中

見逃し

●検出エリアの端部に位置

 
な目的（e.g., ヒヤリハット件数のカウント）での使用は

想定していない．また，事故発生過程や要因の分析の段

階においては，抽出した動画を道路管理者や専門家が目

視により確認することを想定しており，その際にヒヤリ

ハットの有無は判別可能である．したがって，誤検出や

見逃しを皆無にするまでの必要はないと考える． 

バウンディングボックスが表示されていない

（ による物体検出されていない）

自動車の重なりによる誤検出

ヒヤリハット終了後も継続的に検出

交錯する可能性のない事象に対する誤検出
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しかしながら，現状は，再現率が 5 割に達していない

ため，半数以上のヒヤリハットを見逃している．さらに，

適合率が 3 割程度に留まり，7 割はヒヤリハットを含ま

ない結果となっていることから，的確な事故発生過程や

要因の分析，作業の効率化の観点から課題が残っている

と考える．このため，今後は，本研究で明らかとなった

改善点を踏まえ，誤検出や見逃しを少なくするための指

標・閾値の調整に取り組む必要がある． 
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